
By Tracey G. Gove, Captain, West Hartford,
Connecticut, Police Department

Racial profiling has been an obvious
point of contention between law
enforcement and minority group
members. Over the past decade, the
term "bias-based policing" has been

coined, and the subject has been the topic of
much research and debate. It often paints
the picture of ill-intentioned officers deliber-
ately acting upon preconceived stereotypes
and prejudices. What if, perhaps, there was
another answer?

In the spring of 2010, professor Jerry
Kang from the UCLA School of Law pre-
sented to Connecticut judges, prosecutors,
public defenders, and police administra-

tors on the topic of implicit, or hidden, bias.
His talk shed light on what has become an
increasingly popular subject in social science
circles. In brief, researchers contend that
implicit biases are predilections held by all
that operate largely outside of one's aware-
ness. Although hidden, these biases are both
pervasive and powerful.' Much research on
the topic has focused on racial bias and has
netted some intriguing results.

While the science does have its detrac-
tors, the growing research and potential
implications for the criminal justice field
make this a topic with which all law enforce-
ment personnel should be familiar. The
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reader may find this article to be interesting,
provocative, and enlightening-or some
combination of the three. The purpose of
this piece is to raise a,vareness on a topic that
is growing in popularity and that has begun
to emerge in the criminal justice system. It is
up to readers to decide whether the science
is relevant and pertinent to their lives and
their workplaces.

The article discusses implicit bias, the
latest testing and research into the phe-
nomenon, and practical approaches for law
enforcement interventions as recommended
by social scientists in the field.

Implicit Bias
The implicit bias phenomenon is being

explored in many phases of the criminal jus-
tice system and is not limited to law enforce-
ment. Specifically, implicit bias is being
studied in judicial decision making (for
example, jury selection, jury instruction, and
sentencing decisions), as well as in hiring
and promotion decisions within criminal
justice agencies. Outside of the criminal jus-
tice field, the topic has been examined in the
fields of education and medicine, as well as
in CEO selection at Fortune 500 companies.

A discussion on implicit bias must start
with a brief explanation of how the brain
sorts, relates, and processes information.
Much of the day-to-day processing is done
at an unconscious level as the mind works
through what Professor Kang calls sche-
mas, which are "templates of knowledge
that help us organize specific examples into
broad categories. A stool, sofa, and office
chair are all understood to be 'chairs.' Once
our brain maps some item into that category,
we know what to do with it-in this case ...
sit on it. Schemas exist not only for objects,
but also for people. Automatically, we cat-
egorize individuals by age, gender, race,
and role. Once an individual is mapped
into that category, specific meanings asso-
ciated with that category are immediately
activated and influence our interaction with
that individual."!

When used to categorize people, these
schemas are called stereotypes. Although the
term stereotype carries a negative connota-
tion, social scientists posit that stereotyping
is simply the way the brain naturally sorts
those we meet into recognizable groups.'
Attitudes, on the other hand, are the over-
all evaluative feelings, positive or negative,
associated with these individuals or groups.
That is to say, attitude is the tendency to like
or dislike, or to act favorably or unfavorably,
toward someone or something.

For example, "[I]f we think that a par-
ticular category of human beings is frail-
such as the elderly-we will not raise our
guard." Also, "[I]f we identify someone as
having graduated from our beloved alma
mater, we will feel more at ease."? Lastly,
when introduced to someone new, about
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whom nothing is known but who is remi-
niscent of an old, admired friend, one may
instantly feel comfortable and at ease with
that person.

It is said that implicit bias, then, includes
both implicit stereotypes and implicit atti-
tudes" and is shaped by both hisioru and cul-
tural influences (for example, upbringing; life
experiences; relationships; and all manner of
media-books, movies, television, newspa-
pers; and so on). Research has shown that a
person's previous experiences (both positive
and negative) leave a "memory record.:"
Implicit biases encompass the myriad fears,
feelings, perceptions, and stereotypes that
lie deep within the subconscious; they act
on those memory records and exist with-
out an individual's permission or acknowl-
edgement.' In fact, implicit bias can be
completely contradictory to an individu-
al's stated beliefs-a form of conscious-
unconscious divergence."

words (for example, happy, joy; love, and
so on) and "bad" words (for example,
angry; nasty, failure, and so on). If a par-
ticipant responds more quickly when asso-
ciating a young face with good words and
an elderly face with bad words, a bias is
said to be shown. The participant's reac-
tion times are measured in milliseconds.
Once the test is complete, the participant
receives an implicit bias rating of "slight,"
"moderate," or "strong." The IAT has been
validated" but is not without critics."

After seven years of research, the general
findings from Project Implicit are summa-
rized as follows:

Implicit biases are pervasive. They
appear as statistically "large" effects that
are often shown by majorities of samples
of Americans. More than 80 percent of
web respondents show implicit negativ-
ity toward the elderly compared to the
young; 75 percent to 80 percent of self-
identified whites and Asians show an
implicit preference for racial white rela-
tive to black.

People are often unaware of their
implicit biases. Ordinary people, includ-
ing the researchers who direct this project,
are found to harbor negative associations
in relation to various social groups (that is,
implicit biases) even while honestly report-
ing that they regard themselves as lacking
these biases.

Implicit biases predict behavior. From
simple acts of friendliness and inclusion to
more consequential acts such as the evalu-
ation of work quality; those who are higher
in implicit bias have been shown to display
greater discrimination.

People differ in levels of implicit
bias. Implicit biases vary from person to
person-for example, as a function of a
person's group memberships, the domi-
nance of a person's membership group
in society, consciously held attitudes, and
the level of bias existing in the immediate
environment. This last observation makes
clear that implicit attitudes are modified
by experience."

The research and general findings sug-
gest that implicit biases are held by all" and,
interestingly; race does not affect results. For
example, of the 50,000 African Americans
who have taken the Race IAT,about half of
them had stronger associations with whites
than with blacks. Tosome, this is not surpris-
ing; it has been argued that "we live in North
America, where we are surrounded every
day by cultural messages linking white with
good."!" According to Mahzarin Banaji, a
psychology professor from Harvard and a
leader of IAT research, "You don't choose to

largest class relies on reaction time analysis.
The most widely used is the Implicit Asso-
ciation Test (IAT),9which measures reaction
time to certain stimuli. The centerpiece for
research into implicit bias is Project Implicit,
a collaborative effort among research scien-
tists, technicians, and laboratories at Har-
vard University; the University of Virginia,
and the University of Washington.IO A host
of associations are tested by the IAT includ-
ing biases to race, skin tone, gender, age, and
weight.

The IAT is likened to a sorting game
played on a computer and is available to
the general public at http:! / www.implicit
.harvard.edu. During the test, the partici-
pant is asked to sort categories of pictures
and words. The premise is that two concepts
closely associated in the participant's mind
should be easier to pair: "If the word 'red' is
painted in the color red, the participant will
be faster in stating its color than if the word
,green' is painted in red.""

As an example, consider the Age IAT;
while seated at a computer, the partici-
pant is tasked with associating pictures of
faces, both young and old, with "good"

Measuring Implicit Bias
How is an unconscious bias measured?

Socialpsychologists have developed myriad
instruments to measure such cognitions. The
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make positive associations with the dominant group, but you are
required to. All around you, that group is being paired with good
things. You open the newspaper and you turn on the television, and
you can't escape it."17

In other words, the belief is that media bombardment in
which a certain race is consistently linked with crime, deviance,
and so on may form the basis for implicit biases. This conclu-
sion is contrary to existing assumptions that discrimination and
bias are intrinsic characteristics held only by ignorant, perni-
cious individuals. The research on implicit bias indicates that
discrimination and bias are based more on those social issues
and influences.

This does not mean that those who show a preference for "white"
on the IAT are racists. In fact, the results of the test may be entirely
incompatible with an individual's conscious, stated beliefs." And, in
fact, one can use those stated values to direct their behavior. Research
has shown, however, that the IATis a powerful predictor of how one
reacts in certain spontaneous situations that can affectbehavior, likely
without the individual's awareness." Referring back to an earlier
example of a person recognized as graduating from "our beloved
alma mater," unconsciously. one may lean closer to that person,
smile more, maintain longer eye contact, and engage that person in
more animated conversation.

While there are many implications of implicit racial bias in law
enforcement, the remainder of this article focuses on the theory
of race-crime associations. The most salient research on this topic
involves studies on what is termed "shooter bias."
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"Shooter Bias" Studies
The media is awash with stories about disparate treatment of

minorities by police, such as excessive force when restraining minor-
ity suspects; the profiling of black motorists; and the now infamous
"beer summit" among President Obama, a professor, and a police
officer; to name a few. However, none raises more uproar than a
police shooting, particularly when it involves a white police officer
and black suspect. Are these shootings always influenced by bias?
Implicit bias researchers have examined this topic and the results are
mixed; sometimes police officers show the same bias as nonpolice
participants, and sometimes officers show less. Both studies, how-
ever, show promising results that bear examination by law enforce-
ment personnel.

In 2005,researchers E.Ashby Plant and B.Michelle Peruche con-
ducted a study utilizing 50 certified police patrol officers who par-
ticipated in computer-simulated "shoot=don't shoot" scenarios."
Although the officers were predominantly white males, the cohort
also involved female, black, Native American, and Hispanic offi-
cers. During the test, pictures of faces with either a gun or a neutral
object superimposed over each were shown in various positions on
a screen. If the suspect and a gun were pictured, the officers were to
shoot. If the suspect and some other object were pictured (for exam-
ple, a wallet, a cellphone, and so on), the officers were to chose the
"don't shoot" option. The "suspects" pictured were both black and
white college-age males.

The results of the study showed that some "officers were ini-
tially more likely to mistakenly shoot unarmed black suspects
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than unarmed white suspects.'?' These
stereotype-consistent behaviors also had
emerged among a community sample
of both black and white participants in
a prior study." On a more promising
note, however, the researchers found that
"after extensive exposure [for example,
repeated trials] to the program, the offi-
cers were able to eliminate this bias.?" To
that end, although both citizens and offi-
cers showed an implicit bias toward the
unarmed black suspects, the results were
not inevitable, and it appeared that proper
training may improve overall accuracy in
decisions to shoot. The researchers cau-
tioned, however, that there is currently
no evidence to show that the elimination
of bias during computer simulation will
necessarily transfer to decisions made by
officers in the field.

In 2009,Correll et al. conducted a similar
study on shooter bias. This study, however,
utilized more officers (237) with a greater
diversity of background (for example,
patrol, investigators, SWAT, traffic, and so
on) than the previous study. Further, Correll
et al. utilized 127civilians for comparison as
well as a sampling of college students. Each
group contained a mix of males, females,
whites, blacks, Latinos, and other minorities.
Like the 2005 study, the officer group was
predominantly white; however, the civil-
ian example contained many more ethnic
minority members."

The results of the Correll et al. study
revealed that police officers were far less
influenced by racial bias than the civilians.

Like community members, police were
slower to make correct decisions when faced
with an unarmed black man or an armed
white man. It is important to note, hotoeoer,
that the officers differed dramatically from
civilians in terms of the decisions they ulti-
mately made. Community members showed
a clear tendency tofavor the shoot response
for black targets .... Police, however, showed
no bias in their criteria. Moreover, they
showed greater discriminability and a less
trigger-happy orientation in general (i.e., for
both black and white targets).

When the target was white, all of the
samples [police and civilian} ... set a rela-
tively high criterion .... But when the target
was black, the community set a significantly
lower (more trigger-happtj) criterion than
officers. L5
To validate the study, the trials were

run twice, and researchers speeded the rate
of the images that appeared on the screen.
The results were the same. "Compared to
the public at large ... police officers had a
'less trigger-happy orientation.' " The lead
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researcher stated, "We don't mean to con-
clude that this is conclusive evidence that
there is no racial bias in police officers' deci-
sion to shoot. ... But we've run these test
with thousands of people now, and we've
never seen this ability to restrain behavior in
any group other than police offlcers.'?"

The results from the two studies, Plant
and Peruche in 2005 and Correll et al. in
2009, were inconsistent. The reasons for
this have been argued as follows: (1) The
2005 study sampled 50 police officers
from Florida whereas the 2009 study
sampled 237 officers from Colorado and
14 other states; and (2) the 2005 study
used stimuli consisting of faces on which
objects (for example, guns, wallets, and
so on) had been superimposed, whereas
the 2009 study utilized full-body images
of men holding similar objects. It has
been argued that the 2009 study more
closely mirrored police training and on-
the-job experiences."

Taken together, these studies indicate
that police officers showed no more bias
than their civilian counterparts. In one study,
officers were comparable to civilians; in the

other, the officers showed better discretion
and judgment in the decision to shoot.

Implicit Bias and law Enforcement
The study of implicit bias has important

implications for police leaders. Police offi-
cers are human and, as the theory contends,
may be affected by implicit biases just as
any other individual. In other words, well-
intentioned officers who err may do so not
as a result of intentional discrimination,
but because they have what has been prof-
fered as widespread human biases. Social
psychologists do not contend that implicit
bias should be a scapegoat for unethical
police behavior; however, an understand-
ing that biased police behavior could be
manifested by even well-intentioned offi-
cers who have human biases can reduce
police defensiveness around this issue and
motivate change."

Lorie A. Fridell, PhD, an associate pro-
fessor of Criminal Justice at the University
of South Florida and the former Director of
Research at the Police Executive Research
Forum (PERF), writes on this topic and
provides command-level training around
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the country. Her recommendations for
agencies form what she calls a comprehen-
sive agency program to produce fair and
impartial policing. Dr. Fridell argues that
all agencies need to pro actively promote
fair and impartial policing because they
hire humans to do police work and the
research shows that humans have implicit
biases. Her recommendations help agen-
cies to address the ill-intentioned officers
who engage in biased policing and the
overwhelming majority of well-inten-
tioned officers who aspire to police fairly
and impartially, but who are human.

Many of the following recommendations
come from Dr. Fridell's work.
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Recruitment and Hiring
First, police agencies should hire a

diverse workforce and individuals who can
police in an unbiased fashion. Ideally, the
composition of personnel should reflect the
diversity of the community that is served.
Doing so conveys a sense of equality to the
public and allows the officers within the
agency to better understand and communi-
cate with the minority community." It also
"increases the likelihood that officers will
come to better understand and respect vari-
ous racial and cultural perspectives through
their daily interactions with one another.":"
The intergroup contact theory provides
another reason for a diverse workforce.
According to this theory, positive interac-
tions with people in other groups outside of
one's race or ethnicity will reduce implicit
biases against those groups." When officers
work with a diverse group of peers within
an agency, their implicit biases are weak-
ened through repeated positive interactions.

Community Policing
Community policing can promote fair

and impartial policing. Community policing
that facilitates positive interactions between
police and community members harnesses
the power of the intergroup contact theory.
"Knowing many citizens by face and name
improves officers' abilities to differenti-
ate between suspicious and nonsuspicious
people on a basis other than race; getting to
know the community's law-abiding citizens
helps police overcome stereotypes based on
characteristics such as race.":" Also, in build-
ing relationships, community members
develop a sense of trust in their local officers;
this may reduce the biases that citizens may
hold against the police.

Training
Training can playa critical role in reduc-

ing the impact of implicit bias on behavior.
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Research has found that individuals who are made aware of their
implicit biases are motivated and able to implement "controlled"
(that is, unbiased) behaviors. Although the recommendations made
here do not reduce bias-rather, they raise consciousness about
them-research has suggested that in making one aware of uncon-
scious biases, these biases, which are malleable, may be reduced." A
type of "cognitive correction'<" is said to take place.

At the basic level, law enforcement recruits should be challenged
to identify key police decisions and scenarios that are at greatest risk
of manifesting bias, such as traffic stops, consent searches, reason-
able suspicion to frisk, and other procedures-and then reflect on the
potential impact of implicit bias on their perceptions and behaviors
in those scenarios." Race, gender, age, disability, and sexual orienta-
tion all have the potential to impact and influence decisions. Further,
seasoned officers should be similarly challenged at in-service and
other training venues. Supervisors should be challenged to consider
how implicit biases may manifest not only in themselves but also in
their subordinates." Officers at all levels should be versed not only in
diversity training but also in training on cultural compet;Ycy; Fourth
Amendment restrictions, and professional motor vehicle stops.

Along with police practitioners, researchers who have conducted
key work in this area, and funding from the U.S.Department ofJustice
Office of Community Oriented Policing Services (COPS),Dr. Fridell is
producing a model curriculum that will help the police recruit to
• understand that even well-intentioned people have biases;
• understand how implicit biases affectwhat we perceive and see

and, unless prevented, affectwhat we do;
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• understand that fair and impartial policing leads to effective
policing; and

• use tools that help officers to recognize their conscious and
implicit biases and implement controlled (unbiased) behavioral
responses."
Similarly; with the same expert team and COPS office funding,

Dr. Fridell has developed a science-based curriculum for first-line
supervisors. These training programs supplement more traditional
curriculums designed to address racially biased policing.

Policy
Dr. Fridell advocates that an agency have a clear policy that

informs officers when they can and cannot use race, ethnicity, and
perhaps other factors as well during situations that require law
enforcement choices such as decisions to stop, requests for consent to
search, arrests, and so on. Focus groups held by PERF revealed that
"all levels-line officers, command staff, and executives-have very
different perceptions regarding the circumstances in which officers
can use race/ ethnicity.":" These differing perceptions exist not only
across agencies but also within the same police department.

Policies that incorporate the words "sole" or "solely" predomi-
nate nationwide but, argues Dr. Fridell, do not provide meaning-
ful guidance.39 Connecticut's statute on racial profiling reflects the
"solely model"; it reads

The race or ethnicity of an individual shall not be the solefactor in
determining the existence of probable cause to place in custody or
arrest an individual or in constituting a reasonable and articulable
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suspicion that an offense has been or is being
committed so as to justify the detention of
an individual or the investigatory stop of a
motor vehicle.(Alvin W Penn Racial Profil-
ing Prohibition Act, c.G.S. 54-11)
Dr. Fridell argues that such policies

"define the problem out of existence."
These Single-factorpolicies do not prohibit
an officer from engaging in biased behav-
ior that is motivated by two factors, such
as race and gender, because such behaviors
are not based "solely" on race. Thus, an
officer who pulls over all black males for
speeding because they are black males and
leaves whites alone, would not be violat-
ing a "solely" policy. The decisions of that
officer are not based "solely" on race; they
are based on race and another factor (in this
case,gender)."

Two recommended model policies
include the suspect-specific policy and the
PERFReport policy.

The suspect-specific model reads as
follows:

Officers may not consider the race or
ethnicity of a person in the course of any
law enforcement action unless the officer is

~~KRONOS®~\\
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seeking to detain, apprehend, or otherwise be
on the lookout for a specific suspect sought
in connection with a specific crime who has
been identified or described in part by race or
ethnicity.41
In accordance with this policy, officers

must be able to show the link between the
set of identifiers (for example, race or eth-
nicity) and the particular suspect sought,
detained, or arrested. For example, if a wit-
ness described a robbery suspect by cloth-
ing, physical descriptors, and race, then
race, along with the other identifiers, can be
used as a means to interdict, detain, or arrest
a suspect.

The PERFpolicy read as follows:
Officers shall not consider race/ethnicity to
establish reasonable suspicion or probable
cause except that officers may take into
account the reported race/ethnicity of a
potential suspeciis) based on trustworthy,
locally relevant information that links a
person or persons of a specific race/ethnicity
to a particular unlawful incidenust."
Both policies mandate that certain cri-

teria be met in order to interdict or detain
based on race or ethnicity.
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Supervision
Police supervisors are an agency's first

line of defense against all manner of prob-
lems, issues, and liabilities. When dealing
with biased policing-including that which
is produced by implicit bias-the same is
true. Dr.Fridellstates that supervisors "must
be alert to any pattern or practice of pos-
sible discriminatory treatment by individual
officers or squads (through. observation,
information from fellow officers, or close
review of complaints) and be willing and
able to take appropriate action in response
to inappropriate behavior.v" Accordingly,
supervisors should receive specific train-
ing on implicit bias and how it can affect
not only themselves but also their officers
and the entire police organization. Further,
the department's policy on biased policing
must be well understood, communicated to
all personnel, and strictly enforced.

If an officer displays a tendency toward
discriminatory or biased behavior, the
issue must be quickly addressed by a
supervisor. According to Dr. Fridell, when
such instances are based on implicit bias
(that is, they are not intentional acts of
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discrimination or bias), discipline per se
would not be appropriate and the evidence
will likely be ambiguous. "Since, in many
instances, there will only be 'indications'
and not 'proof,' it will be important [for
the police agency1 to determine when and
how supervisors can intervene to stop /
prevent what appears to be inappropriate
conduct while keeping in mind the ambig-
uous nature of the evidence as well as the
sensitive nature of the issue.":"

Conclusion
Discussions on bias in policing are diffi-

cult, to say the least, as there is always the
danger of polarizing groups. Implicit bias
research, although still in its infancy, has
grown in popularity and may soon drive
such discussions. The criminal justice field
has begun to feel the effectsof implicit bias
research: The judicial systems in several
states have considered the literature and are
taking steps to implement the findings into
their daily operations; similarly,the Depart-
ment of Justice has recruit and first-line
supervisor training curricula under devel-
opment in response to research findings on
implicitbias.Whileindividual policeleaders
and personnel may have their own thoughts
or beliefs on the topic, its pervasiveness
requires, at the very least, a familiarity with
the subjectmatter and its potential implica-
tions for the law enforcementfield.•:.

The author would like to thank Dr.
Lorie A. Fridell, associate professor
of criminal justice at the University
of South Florida, for her help and
guidance with this article.
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